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Abstract

This thesis explores the integration of Retrieval-Augmented Generation (RAG) tech-
nology into AI-driven chatbots, aimed at enhancing the quality of educational tools
by addressing the issue of "hallucinations" common in Large Language Models
(LLMs). The project, named AWAITS (Academic Writing AI Tutoring System),
leverages RAG to provide precise, reliable, and contextually relevant educational
support to students, particularly in academic writing and critical thinking. By utiliz-
ing external databases for real-time information retrieval, AWAITS demonstrates a
significant reduction in misinformation, thereby boosting the educational efficacy of
chatbots. The research systematically analyzes the improvements in AI-driven ed-
ucational interactions through comparative studies between RAG-equipped systems
and traditional LLMs without RAG capabilities. Findings underscore the poten-
tial of RAG systems to transform educational tools by providing substantiated and
authoritative content, thereby fostering a more engaging and informative learning
environment. This study contributes to the on-going research efforts in this field,
providing the benefits of integrating RAG into educational AI applications but also
sets a precedent for future research and development in enhancing AI reliability and
functionality of AI applications.

Keywords: Retrieval-Augmented Generation (RAG), Large Language Models (LLMs),
AI in education, chatbots, educational technology, hallucination problem, academic
writing support, critical thinking enhancement, AI reliability, contextual relevance.
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1 Introduction

“After the internet and mobile internet triggered the Third Industrial Revolution, artificial
intelligence technologies, driven by big data, are fuelling a Fourth Industrial Revolu-
tion.” — Dr. Qiang Yang, Hong Kong University of Science and Technology (qtd. in
Chao 2023) [1] “The great opportunity offered by ICTs comes with a huge intellectual re-
sponsibility to understand them and take advantage of them in the right way.”— Luciano
Floridi (2014), The Fourth Revolution: How the Infosphere is Reshaping Human Reality
[2]

1.1 Background

Recognizing the challenges students often encounter in navigating extensive course ma-
terials or other academic resources to locate specific information is crucial to their aca-
demic success [3]. The sheer volume of content available can be overwhelming and time-
consuming for students seeking precise information for their assignments or inquiries.
This challenge is particularly pronounced among first-year university students, especially
those grappling with the nuances of academic writing, which can be even more daunt-
ing for non-native English speakers [4]. Consequently, their writing and critical thinking
skills may be adversely affected, particularly in subjects requiring effective articulation or
communication of their understanding of the subject matter or discourse on a given topic
[4]. This issue extends across students in both technical fields like sciences and non-
technical fields like humanities and social sciences. It suggests that students may need to
navigate between multiple languages, including second or even third-party languages. [5]

The advent of Artificial Intelligence (AI) represents a significant turning point, alter-
ing the dynamics of writing practices, the content produced, and the frameworks within
which writing and education occur [6]. Large Language Models (LLMs), characterized
by their extensive databases amassed during pre-training and the capability of Deep Neu-
ral Networks (DNNs) to manage numerous parameters, signify a pivotal moment in the
history of writing [6]. This current AI era is comparable in significance to past revolution-
ary milestones in the realm of writing [7]. New tools and technologies that rely on AI can
help create personalized learning and can make education more interactive and effective
[7]. However, using AI to help students improve their critical thinking and writing skills
comes with its own set of challenges, including making sure it is used in a way that is
ethically fair and does not cheat the system [8]. To address some of these challenges, a
proof of concept was developed by the Knowledge Environment Digital Transformations
(KE-DT) in collaboration with researchers, students, and teachers at Linnaeus University
(LNU), known as CHAT4-ISP (the research paper on this can be viewed under Appendix
G). CHAT4-ISP is a chatbot designed to provide well-structured feedback and sugges-
tions on submitted text articles, focusing on the coherence and grammatical structure of
exercises or assignments [9]. Like other chatbots built on LLMs, the CHAT4-ISP system
also suffers from a common issue known as hallucinations, which occurs when the sys-
tem generates inaccurate responses that do not align with the input, intended context, or
subject matter [10].

In addition to addressing the challenge of hallucinations associated with some of the
outcomes produced by CHAT4-ISP, it is crucial to overcome its susceptibility to overfit-
ting, wherein the model may memorize specific training data patterns, resulting in subop-
timal performance on unseen data [11]. To achieve this, an improved method is required
to mitigate hallucination effects and guide the system in extracting relevant information
from designated sources [12, 13, 14]. This enhancement is crucial as it enables LLMs
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to better capture contextual dependencies and long-range relationships within text data,
thereby enhancing their performance across various Natural Language Processing (NLP)
tasks [15, 16].

1.2 Related Work

The concept of information retrieval has long been established in the field of computer
science. As early as 2011, Ricardo Baeza-Yates co-authored a seminal work, "Modern
Information Retrieval" [17], which detailed methods for extracting information from ex-
ternal sources. This foundational text has significantly influenced subsequent develop-
ments in information retrieval systems, setting a standard for techniques that are crucial
in the architecture of contemporary AI-driven conversational systems.

A significant challenge in the development of conversational AI systems is mitigat-
ing the issue of "hallucination", where chatbots generate plausible but factually incor-
rect responses (fabricating non-existent facts). Recent advancements in dialogue models
have significantly enhanced their conversational abilities; however, these models still fre-
quently suffer from inaccuracies and knowledge hallucinations, which can mislead users
or degrade the user experience [18].

In addressing these concerns, Shuster et al. explore the use of neural-retrieval-in-the-
loop architectures for knowledge-grounded dialogue. Their work is particularly relevant
for enhancing the factual accuracy of responses generated by state-of-the-art chatbots.
They employ RAG techniques, which integrate retrievers, rankers, and encoder-decoders
to enhance the chatbot’s knowledge base in real-time during dialogue. This integration
enables the chatbot to access accurate information pertinent to the conversation, thereby
reducing the incidence of hallucinations [19].

Their findings demonstrate that RAG systems not only retain the conversational flu-
ency of large language models but also significantly reduce knowledge hallucination by
leveraging dynamically retrieved documents to inform responses. Through both auto-
matic and human evaluations, the models utilizing RAG architecture showed a marked
improvement in generating factually correct responses, reducing hallucinations substan-
tially compared to traditional models that do not use retrieval mechanisms [19].

This approach aligns with our current efforts into enhancing chatbot reliability by
reducing hallucinations, as it provides a promising method to ensure that responses not
only appear coherent but are also underpinned by verifiable facts.

Several studies explore the use of AI for writing support in higher education [9, 20].
Bond and colleagues highlight the need for ethical and rigorous research in AI for educa-
tion [20], which aligns with our focus on responsible development and use of AWAITS.

In terms of ethical considerations and practical implications, Taiye et al [9]. expands
and present CHAT4-ISP AI, a Generative AI tool for academic writing, demonstrating the
potential of this technology in our domain. With regard to the project, it will build on this
prior research.

1.3 Problem Formulation

As outlined in the background, LLMs are prone to hallucinations which often lead to
confusion or misinformation for users, rendering generated output not entirely accurate.
This phenomenon is not considered a "bug" in LLMs but rather a consequence of their
operating nature [15, 20]. Upon reviewing existing literature, one potential solution to
address hallucination issues is to increase the size of context windows. An example of
this approach can be observed in the operational architecture of Google Gemini 1.5, which
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utilizes a million token context window [15, 21]. In comparison, the context window for
GPT4 is 128k tokens [11, 15], this indicates that models with larger context windows are
capable of processing vast amounts of information in a single iteration, eliminating the
need to sift through documents to retrieve relevant information.

While larger context windows can enhance a model’s accuracy by providing more
immediate data. Large context windows bring challenges related to increased costs, com-
putational demands, and slower response times. These windows also require significant
hardware resources, affecting its scalability [21].

In contrast, RAG addresses these issues differently. RAG models augment their re-
sponses by pulling or retrieving information from external databases as needed during the
generation process [12, 13, 14, 16], serving as a "second memory" where it can access
relevant sentences from the content. This capability not only enhances the accuracy and
relevance of responses [11] but also allows for detailed references such as specific page
numbers and book sections [16]. This makes RAG particularly useful in educational set-
tings, where guiding students to the exact source material can significantly aid learning.

Regarding the use of AI in education (AIEd), the work carried out in this thesis has
been done in close collaboration with KE-DT and other LNU’s stakeholders from the
social sciences and humanities. Our main goal has been to explore and improve the impact
of a chatbot that is built on top of CHAT4-ISP equipped with RAG capabilities. This new
improved version of the system will be called AWAITS (Academic Writing AI Tutoring
System)

To address the hallucination issue mentioned earlier, the AWAITS system will rely on
the use of RAG technologies. By using external databases such as documents, books, or
databases, RAG systems can significantly enhance the accuracy and dependability of the
generated content [16]. This integration of external data not only boosts precision but also
allows for the inclusion of specialized domain knowledge and ensures continuous updates
to the system’s knowledge base. Consequently, RAG systems emerge as a promising
solution, particularly for tasks demanding advanced expertise [16]. To achieve this, in our
work we have developed an enhanced version of the CHAT4-ISP chatbot into a version
that utilizes a RAG system.

To achieve this, the frontend and backend components of the project have underwent
an upgrade to improve the functionality. Specifically, the backend has been modified to
incorporate support for RAG using the built-in features of OpenAI’s API, enhancing the
chatbot’s responses with more precise, and referenced information.

Furthermore, RAG ensures that the advice and feedback provided to students are
grounded in factual and authoritative sources, minimizing the risk of inaccuracies or mis-
information. By referencing specific pages or sections from course materials, the chatbot
can guide students directly to the relevant content, fostering a deeper understanding of the
subject matter and promoting effective learning [16].

Based on the problems dicussed and presented in the previous sections, we have for-
mulated the following research questions as described below:

1. Does the implementation or use of RAG help reduce hallucination problems?

2. Does integrating RAG in a chatbot affect the quality of advice?

1.4 Motivation

This study is motivated by the recognition of the challenges students face in navigating
extensive course materials to find specific information, particularly affecting first-year
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university students and non-native English speakers [22]. The emergence of AI offers
promising opportunities for personalized learning [3], but integrating AI into education
presents challenges such as ensuring fairness and avoiding cheating [8]. The CHAT4-ISP
chatbot, developed at LNU [9], suffers from hallucination issues common in chatbots built
on LLMs [23]. Overcoming these challenges requires addressing hallucination effects and
susceptibility to overfitting, ultimately aiming to enhance AI-powered educational tools
[24] effectiveness in supporting students’ critical thinking and writing skills.

1.5 Milestones

Project Milestones
Date Milestone/Task
2024-04-04 Draft Project Plan Peer Review
2024-04-10 Report work, Abstract, Introduction, Problem Formu-

lation
2024-04-10 Initialised Work Environment (clone the repo, install

dependencies, read the code)
2024-04-11 Completed Project Plan Submission
2024-04-24 Completed Half of the Report
2024-04-26 Seminar
2024-04-30 Implement RAG on AWAITS
2024-05-07 Thorough Testing of the Application / Bug fixes
2024-05-20 Finish sections on the Report, Discussion, Method,

Team work
2024-05-23 Report Submission

Table 1.1: Timeline of project milestones for the AWAITS development.

1.6 Scope/Limitation

The work performed as part of this thesis has used the RAG feature from OpenAI’s As-
sistant API. Due to time constraints, other models, or RAG frameworks like LangChain
have not been explored. The project scope does not include a comparison of all avail-
able AI-powered writing assistance tools, but rather focuses on the specific comparison
between RAG-based and non-RAG-based systems.

Numerous methods exist for assessing the accuracy of RAG responses. These include
metrics such as Precision@k, Recall@k, F1@k, Mean Reciprocal Rank (MRR), Average
Precision (AP), and Discounted Cumulative Gain (DCG@k) [25]. While these metrics
are crucial for a deeper understanding of RAG performance, due to time constraints, this
thesis will not go into a deeper detailed discussions of these topics.

This project employs AI technologies, such as ChatGPT [11] and Claude 3 [26], to en-
hance the composition and structure of sentences and sections. This is done by providing
initial drafts written by the authors and then asking for suggestions and modifications to
improve clarity, grammatical accuracy, and coherence. This method is particularly benefi-
cial for non-native English speakers and individuals less experienced in technical writing,
a theme that is further explored in an upcoming section.

Nonetheless, it is essential to recognize the limitations of AI assistance and human
oversight remains crucial to preserve the authenticity of original ideas and ensure contex-
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tual accuracy. This theme of "human in loop" will also be further explored.

1.7 Target group

The primary target audience for the AWAITS system is students and non-native English
speakers as they struggle the most within writing, the project aims to investigate the ef-
fectiveness of RAG systems among this target group [27]. By focusing on students, the
AWAITS project aims to provide insights and tools that can directly benefit students in
their academic journeys [28]. The project’s findings and the AWAITS chatbot itself may
also be of interest to educational institutions, instructors, and policymakers who are inter-
ested in exploring the potential of AI-powered tools to enhance learning outcomes [28].
These stakeholders may find the insights generated by the AWAITS project useful in in-
forming their decisions about the integration of AI technologies in educational settings
[28]. Additionally, the AWAITS project may hold relevance for the broader research
community studying the intersection of AI and education [29]. The project’s contribu-
tions to the understanding of RAG systems and their impact can inform future research
and development in this field, ultimately benefiting a wider range of stakeholders beyond
the immediate target audience of students.

1.8 Outline

The content of this thesis is organized into sections. In Section 1, Introduction, it provides
background information on AI’s role in technological advancements and its significance
in education and writing. This section also explores the motivation and necessity for ad-
vanced tools like RAG systems in enhancing critical thinking and writing skills [27]. The
emphasis is placed on problem formulation, which explicitly outlines research questions
and objectives, focusing on comparing chatbot systems with and without RAG capabili-
ties, while also establishing the study’s scope and limitations. In the Related Work section,
existing studies on AI in education are synthesized, and relevant theories supporting AI
integration in educational environments are explored [9, 19, 20]. Section 2 is for exploring
different important theoretical persepectives, such as models, LLMs and RAG. Section 3,
Methodological Aprroach, details research design, testing procedures, and teamwork dis-
tribution. Section 4, Implementation, introduces technical specifications, development
processes, and tools and technologies utilized. Section 5, Experimental Setup, Results
and Analysis, elaborates on the configuration of chatbot systems and the testing environ-
ment provides interpretations of results. Section 7, Discussion, provides a discussion that
connects our results with the research questions of this study, while Section 8, Conclu-
sion, discusses our findings, analyzes societal relevance, and identifies areas for potential
improvement.

Building on the foundational understanding presented in the introduction, the subse-
quent section explores the theoretical frameworks that underpin the research methodolo-
gies and models.
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2 Theoretical Perspectives

The theoretical perspectives section introduces concepts that inform this study and the
reader, by providing a foundational understanding of the computational methods used.
This overview sets the stage for further exploration of methodologies and applications in
subsequent sections, focusing on their relevance and impact without going deeply into
technical details.

2.1 Models

In the field of machine learning and artificial intelligence, a model refers to a mathematical
or computational representation of a system or process. Models are designed to capture
patterns and relationships within data, allowing them to make predictions, classifications,
or generate outputs based on new inputs [30].

Models are typically trained on large datasets, using various algorithms and tech-
niques, such as neural networks, decision trees, or support vector machines. The training
process involves adjusting the model’s parameters to minimize the inconsistency between
its predictions and the actual, desired outputs. This often involves techniques from iter-
ative and incremental development in software engineering, which have been adapted to
optimize learning processes in AI systems [31].

Neural networks, in particular, are a class of models inspired by the structure and
function of biological neural networks in the human brain. They are composed of inter-
connected nodes (neurons) that process and transmit information, enabling them to learn
and make predictions from data. The architecture and functioning of neural networks have
been significantly influenced by advancements in understanding how individual units in a
network contribute to its overall performance [30, 32].

Furthermore, the application of neural networks in educational settings has demon-
strated their capability to enhance personalized learning experiences, showcasing their
adaptability across various domains [29]. Neural network models not only mimic cogni-
tive functions but also extend to applications where they facilitate real-time data process-
ing and decision-making [33, 34].

2.2 Large Language Models (LLM)

Large Language Models are a specialized type of AI model that are based on deep neu-
ral networks and trained on vast amounts of text data. They are designed to perform a
wide range of natural language processing tasks, such as text generation, translation, and
question answering [10].

Examples of LLMs include GPT-4 (Generative Pre-trained Transformer 4) developed
by OpenAI [11], LLaMA developed by Meta [10, 33] and Claude 3 developed by An-
thropic [26]

LLMs are characterized by their ability to capture and model the statistical patterns
and relationships present in the training data, allowing them to generate human-like text
and understand complex language structures. The "large" in LLMs refers to the massive
number of parameters (often in the billions) that these models possess in its neural net-
work, enabling them to encode and process an extensive amount of linguistic information
[10].

One of the key advantages of LLMs is their capability to transfer learning across
various tasks and domains. By pre-training on a diverse corpus of text data, LLMs can
acquire general language understanding and knowledge, which can then be fine-tuned or
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adapted to specific tasks or domains with relatively small amounts of task-specific data
[10].

It is important to note that LLMs lack the ability to access real time data or external
data that it is not trained on, Figure 2.1 shows a simple example of a response from LLM
that requires real time data, which it is unable to answer.

2.3 Retrieval-Augmented Generation (RAG)

RAG is a technique introduced in LLMs to enhance the model’s ability to generate ac-
curate and relevant responses by incorporating external knowledge sources during the
generation process [16]. RAG systems combine the strengths of pre-trained language
models with information retrieval systems, allowing them to access and utilize relevant
information from external sources (e.g., databases, documents, or the internet) when gen-
erating text [16]. See 2.2

Figure 2.1: Flowchart depicting a simple user query about weather prediction and the
system’s response, highlighting a direct decision process without additional actions or
data retrieval.

Figure 2.2: Similar to Figure 2.1, this diagram illustrates the same query regarding
weather prediction but employs a RAG approach to fetch data from an external database.

The RAG approach typically involves two main components [13, 14, 16]:

2.3.1 Retriever

This component is responsible for retrieving relevant information from external sources
based on the input query or context. It typically uses information retrieval techniques,
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such as term-based or semantic search, to identify and retrieve the most relevant doc-
uments or passages [13, 16]. This can be seen in figure 2.2 under "Retrieve Relevant
Information" component.

2.3.2 Generator

The generator component is the language model itself, which is trained to generate text
based on the input context and the retrieved information from the retriever component.
The generator can incorporate the relevant information into its output, providing more
accurate and knowledge-grounded responses [14, 16]. This can be seen in figure 2.2
under "Input Query" component

RAG systems aim to reduce the issue of hallucinations, where language models gen-
erate output that is inconsistent with factual information or lacks grounding in external
knowledge. By leveraging external sources, RAG systems can generate responses that are
more factually accurate and better aligned with the available knowledge [16].

In the context of the AWAITS project (ie CHAT4-ISP equipped with RAG as de-
scribed previously), integrating RAG capabilities into the chatbot is expected to enhance
the system’s ability to provide more accurate and relevant advice and feedback to stu-
dents, by incorporating information from external sources such as course materials, ref-
erence books, or other relevant documents [7, 12, 13, 14]. A more detailed explanation
about the workflow of AWAITS using RAG systems will be presented in coming section.

With an overview of the theoretical underpinnings that guided our work, this section
transitions into the methodological approaches that will empirically test these theories
within the study framework.
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3 Methodological Approach

This section describes the method used in the research, and how the results were checked
for accuracy. The ethical guidelines followed are also discussed. This research evalu-
ates the effectiveness of RAG technology in chatbots through a controlled experimental
approach [35].

Controlled experiments are a fundamental research method used to investigate cause-
and-effect relationships between variables. In these experiments, researchers manipulate
an independent variable while holding all other factors constant, allowing them to observe
its impact on a dependent variable [35, 36].

3.1 Context and Settings

In the context of evaluating RAG technology in chatbots, a controlled experiment enables
a direct comparison between systems with and without RAG. By posing identical ques-
tions to both versions of the chatbot under controlled conditions, researchers can isolate
the impact of RAG technology on the chatbot’s performance. This method allows for
inferences about the relationship between RAG implementation and any observed im-
provements in the chatbot’s responses, while also providing results that can be analyzed.

Both versions, CHAT4-ISP and AWAITS—
one equipped with RAG AWAITS and the other CHAT4-ISP without—has been assessed
and evaluated in a controlled question-and-answer format. In this phase, identical ques-
tions have been posed to both versions of the chatbot to compare their responses, specifi-
cally focusing on their ability to reference relevant information accurately.

The rationale for this approach is to establish the technical functionality of RAG.

3.2 Methods

The experimental component of the study utilizes a controlled environment where the
primary variable—RAG technology presence—is manipulated, also the type of questions
posed to both systems is also a variable that will be changes. The questions posed to test
the systems were design to be in this three different formats that are described below:

Targeted Chapter Queries: These questions were designed to test the system’s abil-
ity to retrieve and summarize specific information from designated chapters within the
provided books. For example: "What does chapter 5 on Introduction to Machine Learn-
ing with Python cover?". These questions effectively test the system’s precision in retriev-
ing specific information, demonstrating its ability to navigate and extract relevant content
from structured sources.

General Knowledge Questions: These broader questions assessed the system’s abil-
ity to synthesize information across multiple sources and chapters. For instance: "Com-
pare and contrast the advantages and disadvantages of renewable energy sources.". These
questions evaluate the system’s ability to provide broad overviews and demonstrate com-
prehensive understanding of the material as a whole, testing its capacity to summarize
large volumes of information and present key concepts cohesively.

Out-of-Scope Questions: To test the system’s ability to recognize its knowledge
boundaries, questions were included that were not covered in the provided materials, such
as: "Explain the concept of quantum computing.". Including these questions evaluates the
system’s ability to recognize and communicate its knowledge limitations, an essential trait
for maintaining user trust and preventing misinformation.
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This diverse set of questions allows for an assessment of the system’s performance,
showcasing its strengths in information retrieval, as well as its ability to handle queries
beyond its knowledge base.

In the context of this study, hallucination is defined as the generation of information
by the AI system that is either:

1. Factually incorrect when compared to the provided source materials.

2. No references to the provided source materials.

By using these criteria, we can effectively identify hallucinations, or the generation
of incorrect or misleading information, which has been recognized as a significant chal-
lenge impacting the reliability and educational efficacy of the chatbot [15]. Ensuring that
the system’s responses are both accurate and properly sourced. This approach is crucial
for evaluating the effectiveness of the RAG technology in reducing hallucinations and
improving the overall reliability of AI-generated responses in educational contexts.

3.3 Reliability and Validity

To ensure the reliability and validity of the evaluation, two techniques and measures were
employed throughout the testing process of the AWAITS chatbot.

Firstly, a Q&A format expirement, where a set of questions will be posed to both
systems, and evaluated manually by checking the responses. Due to time constraints, the
study focused on exploring six questions to test the system. These questions are related
to the three selected books used for the testing. The second method will be a consistency
test, where the same questions will be asked multiple times to see if the responses are
consistent with themselves.

3.3.1 Reliability

The reliability of the AWAITS chatbot’s responses was measured by creating multiple
test runs with identical inputs (questions) and reference materials. This approach allowed
for the verification of the consistency of the chatbot’s outputs when presented with the
same set of conditions across different runs [37]. By repeating the tests several times, the
potential impact of any random variations or fluctuations in the model’s performance was
aimed to be reduced. Furthermore, to reduce the inherent randomness of the language
model’s generation process, low-temperature sampling techniques were utilized, specifi-
cally top-k sampling [38]. This technique restricts the model’s output distribution to the
k most probable tokens, thereby minimizing the likelihood of generating random or irrel-
evant responses.

3.3.2 Validity

Manual inspection and double-checking of the information provided in the chatbot’s out-
puts against the actual content present in the reference materials accessible to the RAG
system were conducted. This step is important to confirm that the chatbot’s responses are
accurate and appropriately sourced from the provided reference documents.
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3.4 Ethical considerations

AI-powered education tools require careful consideration of ethical issues such as accu-
racy, plagiarism, privacy, societal fairness and bias, [8, 39]. So it is crucial to implement
techniques and test AWAITS to prevent unfair biases. Accuracy and plagiarism are es-
sential, as the system should promote original thought and expression. Privacy and data
protection are crucial, as AWAITS must ensure secure handling of student data and com-
ply with relevant regulations [39]. Currently, no data collection is available on the testing
of the RAG system.

3.5 Team Work

Student Name Responsibilities
Khaled Problem Formulation, Milestones, Target Group, Motiva-

tion, Theoretical perspectives, Experimental Setup, Result
and Analysis, Discussion

Yousef Background, Related Work, Scope/Limitation, Outline,
Methodolological Approach, Implementation, Conclusion

Table 3.2: Distribution of Responsibilities

Both students will be actively writing and correcting all sections, but the responsibility
of the sections will be divided equally between the two students.

One of the authors of this paper is also involved in developing the CHAT4-ISP system
and has co-authored the related paper, "Generative AI-Enhanced Academic Writing: A
Stakeholder-Centric Approach for the Design and Development of CHAT4ISP-AI" [9].
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4 Implementation

The implementation was designed with a core principle in mind: the human element must
not be overshadowed by automation. This approach is crucial in maintaining oversight
and ethical integrity in AI applications. The figure 4.3 illustrates three distinct scenarios
of AI collaboration, each representing different degrees of human involvement—from
direct human control to full automation. These scenarios help us explore the balance
between human intuition and AI efficiency, ensuring that our technology augments rather
than replaces human decision-making.

The figure 4.3 has been insipired by the article "Who Determines What Is Relevant?
Humans or AI? Why Not Both? [40]. Incorporating a "human in the loop" approach
ensures that automated judgments are balanced with human oversight, enhancing both the
accuracy and trustworthiness of decisions. This method leverages the strengths of both
humans and AI, allowing for refined judgments in complex scenarios where machine-only
approaches might fall short, thus fostering a more reliable and nuanced understanding of
relevance. More about this is explained in the upcoming section.

Figure 4.3: Collaboration perspecive: Possibilities for collaborative Human and AI to
make decisions [40]

Human judgement: In the Human Judgment scenario, decision-making processes
are entirely in the hands of human operators. This traditional approach relies on human
expertise, intuition, and direct interaction, where all decisions and critical thinking are
manually conducted without the support of AI tools. Such a scenario is prevalent in
contexts where precision and personal experience are paramount [40].

Human in the loop: The Human in the Loop scenario describes a collaborative en-
vironment where AI systems rapidly generate preliminary content, but human oversight
remains crucial. Humans review, refine, and approve AI-generated outputs, ensuring that
the final decisions reflect both AI efficiency and human judgment. This balanced approach
is ideal for maintaining control over AI’s capabilities while leveraging its efficiency for
repetitive or data-intensive tasks [40].

Fully automated: In the Fully Automated scenario, AI systems operate indepen-
dently, making decisions without human input. Leveraging advanced algorithms, these
systems analyze vast datasets to produce outcomes at speeds and accuracy unattainable
by human capabilities alone. While promising, this scenario raises questions about the
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need for ethical frameworks and controls to prevent misuse and ensure AI decisions align
with human values [40].

The aim is to prioritize the "Human in the Loop" approach. This model fosters an op-
timal balance where AI’s rapid data processing capabilities are complemented by human
oversight, ensuring both the accuracy and ethical integrity of decisions. By maintaining
this balance, we leverage the strengths of AI while preserving the insights and judgments
only humans can provide. This strategy not only mitigates risks associated with full au-
tomation but also aligns with our commitment to ethical AI implementation, ensuring that
our technological advancements enhance rather than replace human expertise.

Moving from the theoretical frameworks of AI collaboration to practical applications,
the next figure and discussion illustrate how these concepts are realized in our current
systems. Figure 4.4, specifically, showcases the architecture of CHAT4-ISP, which op-
erates without the RAG capabilities, compared to the AWAITS system in figure 4.5 that
illustrates the integration of RAG . This comparison highlights the technological advance-
ments and the implementation of our preferred "Human in the Loop" model in real-world
settings.

Figure 4.4: illustrates an educational workflow of CHAT4-ISP with no RAG capabilities.

13



Figure 4.5: Illustrates the educational information workflow using RAG capabilities.

Figure 4.5 describes the overall workflow architecture for AWAITS. It starts with the
teacher uploading resource material and specifying a pre prompt to guide the model. The
assignment is then made available to students, who can work on it while having the ability
to ask questions and receive guidance directly related to the provided resources. As stu-
dents engage with the assignment, they can submit drafts and receive feedback, creating
an iterative process that enhances learning. This feedback loop is critical and is directly
supported by resource materials, which are accessed as needed. Once the final assignment
is submitted, the teacher grades it and provides written feedback, concluding the work-
flow. The architecture emphasizes continuous interaction and adjustment, facilitated by
resource access and feedback, aiming to optimize educational outcomes.

Figure 4.6 showcases the architectural design behind AWAITS. The Frontend allows
users to interact through a chatbot (CHAT4-ISP) and the feedback bubbles (AWAITS
UI), and supports user authentication via Firebase, and admin actions such as changing
prompts or managing files. The Backend handles chat completions and advanced feed-
back by utilizing various AI models (OpenAI, Claude3 etc), that interact with a database
(RAG DB) for retrieving data. Configuration of the GPT models is also handled in the
backend, supporting different languages and functionalities.
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Figure 4.6: AWAITS architecture

Figure 4.7 Below is the AWAITS UI interface.

Figure 4.7: AWAIST UI

Note that the CHAT4-ISP UI can be found under Appendix F
Figure 4.7 showcases the frontend design of our website application, it consists of

three main components denoted as A, B and C, a chatbot on the left, space to paste/write
in the middle, and the feedback bubbles on the right.

Component A is a chatbot similar to the CHAT4-ISP chatbot, shown in Appendix F,
but in this case it uses the RAG implementation. Component B is a simple text editor.
Component C holds our feedback bubbles that gives advice on the text written (or pasted
in) component B. Note that these components are connected with eachother, for example
when talking with the chatbot (Component A), it will have the context of the provided
course material, and the text in component B, the feedback bubbles in component C and
generated when the text from the text editor is submitted.
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Additional screenshots of various route UIs, such as the Config page and the Login
page can be found under Appendix C. There is also a video demo that can be found here
(link not added yet)

Following our implementation, the thesis proceeds to evaluate the setup through the
experimental testing, the results and analysis of which are essential for validating the
hypotheses.

4.1 Testing

In this iteration of the iterative and incremental development method, the testing of the
AWAITS chatbot was constrained by time and deadlines.

4.2 Evaluation

To address and verify the resolution of hallucination issues in the system, a comparative
QA test was conducted where the outputs were compared side by side in a table. The
same question was presented to both the CHAT4-ISP system and the AWAITS system
equipped with RAG. The outputs from both systems were then compared to evaluate their
performance and accuracy.
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5 Experimental Setup

The objective of overall experiment is evaluate the effectiveness of RAG on retrieving
and referencing external material to enhance reliability and response accuracy. The focus
is particularly on assessing whether the integration of RAG can reduce the occurrence of
hallucinations

To evaluate this, the experiment will be conducted using the chatbot denoted as com-
ponent A from Figure 4.7. This dual-setup allows for a direct comparison to assess the
effectiveness of RAG in minimizing hallucinations.

The comparison will involve a series of controlled tests where both versions of the
chatbot respond to identical queries designed to challenge their informational retrieval
and processing capabilities.

For the experiment, the chatbot will be equipped with three distinct books, each serv-
ing as an integral part of the chatbot’s external knowledge base. These books have been
selected to cover a wide array of topics. These books were not chosen for any specific
reason, other than them being different from each other.

Here are the books included in the chatbot’s database:

1. Andreas, Introduction To Machine Learning With Python. Oreilly Associates Inc,
2016.

2. A. V. Da Rosa, Fundamentals of renewable energy processes. Academic, 2012.

3. Andrew Emory Dessler, Introduction to modern climate change. Cambridge Etc.:
Cambridge University Press, 2018.

The chatbot is equipped with three books covering diverse subjects—machine learn-
ing, renewable energy, and climate change. This selection provides a broad base of infor-
mation, ideal for rigorous testing across various academic disciplines.

Two types of queries were designed for the experiment:

1. Targeted Chapter Queries: These queries are specifically crafted to evaluate the
chatbot’s ability to pinpoint and summarize content accurately from designated
chapters within the books. This type of query tests the chatbot’s precision and
depth of understanding in retrieving specific information.

2. General Knowledge Questions: This encompasses broader questions about the
themes and topics covered in the books. This set assesses the chatbot’s ability to
generate coherent and contextually appropriate responses based on a wider scope
of knowledge.

In addition to evaluating the accuracy of the RAG system, the consistency of the chat-
bot’s responses will also be assessed. By repeatedly asking the same question, the aim
is to observe whether the responses remain consistent or if there are significant varia-
tions. This test will help determine the reliability of the chatbot when faced with repeated
queries under similar conditions. The consistency of responses is crucial for ensuring that
the system can be trusted to provide stable and dependable information in an educational
setting.
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6 Results and Analysis

The results of these tests will be presented in the following section, detailing both the
accuracy and consistency of the chatbot in handling the designated queries. This analysis
will provide valuable insights into the effectiveness of the RAG system in enhancing the
educational utility of chatbots.

The table presented bellow provides a comparison of responses generated by a chatbot
under two conditions: one version without RAG capabilities and another version equipped
with RAG. This side-by-side layout in the table allows for a clear visual assessment of
the chatbot’s performance in terms of accessing and referencing information from the
provided books during the Q and A experiment setup.

Each row in the table corresponds to a different query, illustrating how each version
of the chatbot responded. Responses from the chatbot with RAG are highlighted in green
if the system successfully retrieved and accurately cited information from the external
resources, demonstrating the effectiveness of the RAG system in enhancing the chatbot’s
ability to provide detailed, relevant, and contextually appropriate answers.

On the other hand, responses that failed to access the required information or provided
general explanations without specific references are highlighted in red.

All the posed questions can be found both below and in the table for easy access.

1. What does chapter 5 on Introduction to Machine Learning with Python cover?

2. What is artificial intelligence?

3. Explain the concept of quantum computing.

4. Compare and contrast the advantages and disadvantages of renewable energy sources.

5. Can you give me the most important chapters on Modern Climate Change?

6. Analyze the impact of climate change on biodiversity.
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Table 6.3: View the full table under Appendix D

Q and A experiment setup
Question No RAG With RAG
What does chapter 5 on
Introduction to
Machine Learning with
Python cover?

I don’t have access to the
contents of specific books,
including "Introduction to
Machine Learning with
Python."

Chapter 5 of "Introduction to Machine
Learning with Python" covers Model
Evaluation and Improvement, including
cross-validation, benefits of
cross-validation, various strategies like
stratified k-fold cross-validation, grid
search techniques, the dangers of
overfitting parameters and the validation
set, and evaluation metrics and scoring,
especially in the context of model
selection.

What is artificial
intelligence?

[...] [...] [0:1 Introduction to Machine
Learning with Python.]

Explain the concept of
quantum computing.

[...] The provided documents did not contain
information on the concept of quantum
computing; thus, I will give you a
general explanation: [...]

Compare and contrast
the advantages and
disadvantages of
renewable energy
sources.

[...] [...] [0:Aldo V. da Rosa - Fundementals
of Renewable Energy Processes-Elsevier
Academic Press (2005)] [1:Andrew
Dessler - Introduction to Modern Climate
Change-Cambridge university press
(2011)]

Can you give me the
most important
chapters on Modern
Climate Change?

[. . . ] The most important chapters of
"Introduction to Modern Climate
Change" [...] particularly chapters 1 to 3
that establish the introduction to the
problem, and chapters 8, 11, 12, and 14
that deal with the future of climate, the
fundamentals of climate change policy,
mitigation policies, and long-term policy
to address climate change.

Analyze the impact of
climate change on
biodiversity.

[...] [...] [0:0 Introduction to Modern Climate
Change].

It was found that five out of the six questions were successfully answered using infor-
mation retrieved from the designated reference materials, with specific chapter references
included in the responses. This indicates that the system effectively accesses and utilizes
the external database to provide accurate and relevant information.

When the question "Explain the concept of quantum computing" was asked, the sys-
tem correctly identified that this topic was not covered in the provided materials. Con-
sequently, the response given was a general explanation, acknowledging the absence of
specific information on quantum computing in the selected texts. This demonstrates the
system’s ability to recognize the limits of its knowledge base and adapt its responses
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accordingly.
It is also important to note that the responses given by the AI without RAG does

not directly give hallucinated responses since they can be considered correct answers.
Nonetheless, the use of RAG allows for more detailed and accurate information sourcing,
enhancing the reliability and relevance of the responses, thus effectively reducing the
occurrence of hallucinations.

A test to evaluate the consistency of the chatbot’s responses will be presented in the
next section. This involves asking the same question five times under identical conditions
to determine if the chatbot can provide consistent answers across multiple inputs. Consis-
tency is a critical metric in this context as it directly influences the reliability and stability
of the chatbot’s performance, which are essential for its practical use in educational set-
tings.

The table below demonstrates the consistency test mentioned above. It can be ob-
served that the model does not consistently use the dataset to reference material, as
demonstrated by the response to the second question in the experiment. To address this
inconsistency, the code could be modified to ensure that the model always employs the
retrieval function when generating responses. This adjustment would guarantee that each
answer is backed by data from the external sources, enhancing the reliability and factual
grounding of the chatbot’s responses.

Table 6.4: Responses to "Analyze the impact of climate change on biodiversity." View the
full table under Appendix E

Responses
[0:2 Introduction to Modern Climate Change]; [...] [12:12 Introduction to Modern
Climate Change].
The impact of climate change on biodiversity is significant, causing increased extinction
risks, altered species interactions and ecosystems, loss of particular ecosystem types
such as alpine and coastal mangroves, and disruptions to both land and marine life due to
factors like sea level rise and ocean acidification.
[...] [0:2 Introduction to Modern Climate Change].
[...] [0:2 Introduction to Modern Climate Change-Cambridge University Press (2011)];
[...] [12:12 Introduction to Modern Climate Change-Cambridge University Press
(2011)].
[...] [0:2 Introduction to Modern Climate Change].

The model’s tendency to reference specific sections like chapters 0 and 12 could be be-
cause these chapters contain the relevant information needed to answer the questions that
are posed. It suggests that the retrieval algorithm is effectively identifying and utilizing
the most important sections of the text that align with the input questions.

In the next section, the research questions will be discussed in further detail.
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7 Discussion

The findings of this research demonstrate the effectiveness of RAG in reducing hallucina-
tions by leveraging external knowledge sources during the response generation process.
The AWAITS chatbot, developed as part of this study, successfully incorporated RAG
capabilities, enabling it to retrieve and utilize relevant information from the provided ref-
erence materials.

Through experimental evaluations and comparative analysis, the RAG-equipped
AWAITS system demonstrated a significant improvement in providing accurate and
context-specific responses compared to the non-RAG version of the chatbot (CHAT4-
ISP). This outcome aligns with previous studies that have highlighted the potential of
RAG systems to enhance factual accuracy and reduce inaccurate information.

The integration of RAG technology addresses a critical challenge faced by educational
institutions and students: the need for reliable and authoritative sources of information
to support learning, particularly in areas that require advanced expertise or specialized
knowledge. By grounding the chatbot’s responses in external databases and academic
resources, the AWAITS system can serve as a valuable tool for enhancing critical thinking
and writing skills among students.

Regarding our research questions.

7.1 RQ 1

Does the implementation or use of RAG help reduce hallucination problems?

The findings of this study affirms the use of RAG systems in resolving the long-
standing challenge of hallucinations in AI-driven chatbots. By seamlessly integrating
external, authoritative data sources into the response generation process, RAG technol-
ogy anchors the chatbot’s outputs in factual, verifiable content. This innovative approach
represents a paradigm shift in chatbot architecture, effectively mitigating the risk of gen-
erating inaccurate, incoherent, or fabricated information – a persistent issue that has un-
dermined the reliability of traditional chatbots.

Through experimental evaluations, the AWAITS system, powered by state-of-the-art
RAG capabilities, consistently demonstrated its prowess in delivering responses substan-
tiated by credible references. The incidence of hallucinations, which has plagued con-
ventional chatbots, was significantly reduced, ushering in a new era of trustworthy and
dependable AI-driven conversational agents.

7.2 RQ 2

Does integrating RAG in a chatbot affect the quality of advice?
The integration of RAG in chatbots has the potential to profoundly elevate the quality

of advice and guidance provided to students, catalyzing the development of critical think-
ing and writing skills, essential competencies for academic and professional success.

By harnessing the power of RAG, the AWAITS system can dynamically access and
synthesize relevant information from a vast array of external sources, including course
materials, reference books, and domain-specific databases. This capability enables the
chatbot to offer detailed, evidence-based explanations and recommendations, tailored to
the specific inquiries and contexts of individual students.

The provision of such personalized, resource-backed guidance fosters a highly engag-
ing and immersive learning environment. Students are actively encouraged to dig deeper
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into the material from the provided references, critically evaluate diverse perspectives,
and develop thoughtful, well-substantiated arguments, skills that are essential to effective
academic writing.

Moreover, by allowing students to directly provide course materials or lecture pre-
sentations, AWAITS can seamlessly integrate these resources into its responses, offering
advice that is directly aligned with the subject matter at hand. This level of context-
specificity not only promotes a deeper understanding of the material but also equips stu-
dents with the tools to navigate complex academic landscapes with confidence and profi-
ciency.

7.3 Comparative Analysis and Improvements

Table 7.5 below presents a detailed comparative analysis of three educational AI chatbots:
AWAITS, CHAT4-ISP, and ChatGPT. This comparison is intended to elucidate the dis-
tinct features and capabilities of each system, emphasizing their strengths and limitations
in various key aspects that are crucial for educational applications. The criteria for com-
parison include RAG abilities, educational focus, flexibility in model replacement, natural
language understanding, customization options, support for multiple languages, and pri-
vacy and data collection practices. Each chatbot’s features are assessed to determine their
suitability for enhancing educational experiences, tailoring responses to specific educa-
tional needs, and adhering to privacy standards such as the GDPR.
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Table 7.5: Comparative Analysis of Educational AI Chatbots

Features AWAITS CHAT4-ISP ChatGPT
RAG abilities / Data
Retrieval

Included without
user
configuration, set
by authorative
bodies (teachers)

None General, users
can choose to use
this option but
requires
additional steps

Educational Focus Strong,
specifically
designed for
educational
purposes

Moderate,
general
assistance with
some educational
features

General, not
specifically
educational but
adaptable

Model replacement The model can be
switched to
alternatives and
not limited to
OpenAI’s
ChatGPT

The model can be
switched to
alternatives and
not limited to
OpenAI’s
ChatGPT

Only ChatGPT

Natural Language
Understanding

Advanced, with
context-aware
responses and
tailored
preprompts

Basic
preprompting

Requires the user
to construct
preprompts

Customization Options real-time
modifications to
preprompts and
knowledge base
by authorative
body (teachers)

Minimal
customization

Minimal
customization

Support for Multiple
Languages

Yes, multiple
languages
supported such as
English and
Swedish

No, primarily
English

Yes, supports
multiple
languages out the
box

Privacy and Data
collection

Safe data
collection, only
sotred locally;
GDPR complient

Safe data
collection, only
sotred locally;
GDPR complient

Automatic data
collection for
model training;
violates GDPR
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While previous studies have explored the integration of RAG systems in conversa-
tional AI [14, 19], the AWAITS project represents a advancement in the application of
this technology specifically within educational contexts. By leveraging RAG to address
the persistent issue of hallucinations in chatbots, this study has demonstrated the potential
to enhance the reliability and trustworthiness of AI-powered educational tools.

Existing chatbots, such as the CHAT4-ISP system [9], suffer from the inherent limi-
tation of generating responses based solely on their pre-trained language models. Conse-
quently, the risk of hallucinations, or the production of factually incorrect or incoherent
information, remains a significant challenge. The AWAITS project addresses this limi-
tation by seamlessly integrating RAG capabilities, enabling the chatbot to dynamically
retrieve and incorporate relevant information from external, authoritative sources during
the response generation process.

This approach represents a significant departure from traditional chatbot architectures
and offers several key improvements. Firstly, by grounding responses in verifiable data
sources, AWAITS mitigates the risk of hallucinations, providing students with accurate
and reliable information. This is a critical advancement, as misinformation can be detri-
mental to the learning process, particularly in academic settings where precise and well-
substantiated knowledge is essential.

Secondly, the AWAITS project demonstrates the potential of RAG systems to enhance
the depth and context-specificity of the advice provided to students. By drawing upon ex-
ternal resources such as course materials, reference books, or domain-specific databases,
the chatbot can offer detailed, resource-backed explanations tailored to the student’s in-
quiries. This level of personalized guidance not only fosters a more engaging learning
experience but also cultivates essential skills such as independent research, critical think-
ing, and effective academic writing.

Furthermore, the AWAITS project underscores the versatility of RAG systems in
adapting to diverse educational domains. By incorporating a wide range of external data
sources, from scientific literature to humanities texts, the chatbot can provide reliable
support across various academic disciplines. This flexibility addresses the limitations of
traditional chatbots, which may struggle to maintain accuracy and relevance when oper-
ating outside their narrow domains of expertise.
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8 Conclusion

This thesis demonstrates the integration of RAG, improving the accuracy and relevance
of responses generated by LLMs. By employing RAG, the issue of hallucinations that are
commonly associated with LLMs [15, 19] has been effectively reduced, resulting in an en-
hancement to the educational tools’ reliability and trustworthiness. The findings highlight
RAG’s capability to access, reference, and utilize external knowledge databases, ensuring
that the content is not only precise but also backed by authoritative sources. While the oc-
currence of hallucinations was not immediately apparent, equipping LLMs with advanced
tools and capabilities will effectively reduce the incidence of hallucinations.

As educational institutions continue to integrate technology into their curriculum,
tools like AWAITS that support accurate and reliable information retrieval become all
the more essential. This study showcases the potential of AI to complement traditional
educational methods, demonstrating its ability to enhance the learning experience through
technology [14, 29].

The methodologies applied in the AWAITS project have broader applicability than just
education. For instance, similar RAG systems could be utilized in other fields requiring
information accuracy and contextual relevance, for example in legal research, medical
inquiry, and content creation [28, 41]. The ability to integrate relevant information from
data sources can significantly benefit professions and industries where decision making
relies heavily on the quality and reliability of the information.

In summary, this thesis confirms the effectiveness of RAG in enhancing the reliabil-
ity and accuracy of responses by LLMs, specifically addressing common issues such as
hallucinations. Through the AWAITS project, it was demonstrated that RAG’s ability
to integrate and utilize data from external sources can substantially improve the quality
of information provided by educational chatbots. This makes RAG-equipped tools like
AWAITS crucial for educational settings that increasingly rely on technology to supple-
ment traditional teaching methods [14, 28].

The versatility of RAG extends beyond education, with potential applications in fields
such as legal research, medical inquiry, and content creation, where accurate and contex-
tually relevant information is vital [31, 32]. However, the project also highlighted areas
for improvement, including expanding the data sources for RAG and utilizing all available
features to enhance functionality and accuracy

8.1 Future work

Future efforts should concentrate on refining the integration of RAG technology, partic-
ularly by expanding the diversity and scope of external data sources to improve respon-
siveness and precision. Additionally, ongoing development should aim to optimize the
retrieval processes to minimize latency and enhance user experience, especially in real-
time educational applications. By addressing these areas, RAG can become even more
impactful across a variety of professional fields, not only enhancing educational tools
but also advancing decision-making processes where accurate and timely information is
crucial.

Future research could also explore expanding the databases linked to the chatbot to in-
clude a broader range of subjects and more diverse types of information. This expansion
would likely enhance the chatbot’s utility, making it an even more versatile and powerful
tool for students and educators alike. Additionally, future developments could focus on
optimizing the retrieval processes to minimize response times and integrating more ad-
vanced natural language processing techniques to improve the chatbot’s understanding of
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complex queries. In conclusion, the integration of RAG into the AWAITS chatbot has not
only enhanced its functionality but has also set a new standard for the application of AI
in education. It highlights the potential of AI to support traditional educational methods
and opens up new avenues for research and application in other sectors. As we continue
to refine and expand this technology, its impact on both educational settings and other
information-intensive fields is likely to be profound.

More specifically for the AWAITS project, future efforts should focus on several key
improvements, such as

Explore Additional Libraries:
Investigating other libraries like LangChain could reveal additional features and tools
that enhance the functionality of the AWAITS project. Exploring these alternatives may
provide new avenues for improving response accuracy and system flexibility.

Thoroughly Review of API Documentation:
A detailed review of the API documentation is essential to fully utilize all features and
capabilities of the RAG system. A thorough understanding can uncover new optimization
opportunities that enhance the system’s performance and functionality.

Run the Model Locally:
Considering running the RAG model locally to speed up response times and enhance data
security. Local execution could significantly reduce latency and increase the system’s
efficiency.

Visualize Time and Cost Differences:
It would be beneficial to plot and analyze the differences in time, cost and token usage be-
tween RAG and non-RAG systems. These visualizations will provide clear, comparative
insights into the efficiency and economic impact of employing RAG technology, aiding
in more informed decision-making.
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A Appendix A

Creating the assistant

# create Assistant
'''
This is the assistant that will be used to answer questions about the book.

the assistant is only create once and can be used multiple times. with assitant.id
'''
assistant = client.beta.assistants.create(

name="Awais experimental assistant",
instructions="You can ask me anything about writing a good paper",
#
# retrieval tool is used to implement a RAG-system
#
tools=[{"type": "retrieval"}],
model="gpt-4-1106-preview",
file_ids=[]

)

Adding the vector store (files) to the assistant to use as retrieval

assistant = client.beta.assistants.update(
assistant_id="asst_7g5xvjjEot9flZbcywjorIc6",
tool_resources={"file_search": {"vector_store_ids": ["vs_MnG0twx7JLZSPs7MGYZlvYab"]}},

)

Our api route to fetch the response

def get_analyst_response(
prompt: str, run_instruction: str = ""

) -> str:
"""Get chat response from OpenAI API using the Assistant api

Args:
chat_history (List[Dict[str, str]]): List of chat history

Returns:
str: Response from OpenAI API

"""
message_content = prompt

# TODO: since we are now using threads, we only need to send the user message
# and not the whole history to the backend, either leave it or refactor frontend
# to only send the user message
message = client.beta.threads.messages.create(

thread_id=thread.id, role="user", content=message_content
)

run = client.beta.threads.runs.create(

A



thread_id=thread.id,
assistant_id=assistant_id,
instructions=run_instruction,

)

# TODO: check if this will this be bottle neck
while run.status != "completed":

run = client.beta.threads.runs.retrieve(thread_id=thread.id, run_id=run.id)
sleep(0.5)

messages = client.beta.threads.messages.list(thread_id=thread.id)
message = messages.data[0]
return handle_response_format(message)

Handle the response and format, this is copied from OpenAI documentation

def handle_response_format(message):
# from openai docs
# retrieve and format mesasge

# Extract the message content
message_content = message.content[0].text
annotations = message_content.annotations
citations = []

# Iterate over the annotations and add footnotes
for index, annotation in enumerate(annotations):

# Replace the text with a footnote
message_content.value = message_content.value.replace(

annotation.text, f" [{index}]"
)

# Gather citations based on annotation attributes
if file_citation := getattr(annotation, "file_citation", None):

cited_file = client.files.retrieve(file_citation.file_id)
citations.append(

f"[{index}] {file_citation.quote} from {cited_file.filename}"
)

elif file_path := getattr(annotation, "file_path", None):
cited_file = client.files.retrieve(file_path.file_id)
citations.append(

f"[{index}] Click <here> to download {cited_file.filename}"
)
# Note: File download functionality not implemented above for brevity

# Add footnotes to the end of the message before displaying to user
message_content.value += "\n" + "\n".join(citations)

return message_content.value
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B Appendix B

Figure 2.8: Gantt Chart illustrating the timeline and task progression for the thesis
project. The chart details weekly activities from project initiation to final submission,
highlighting key phases such as planning, implementation, testing, and completion across
weeks 14 to 21.
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C Appendix C

A config page was also built that an assigned administrator can modify the Assistant’s
pre-prompt as desired, providing teachers with an extra layer of control over the type of
responses generated.

Figure 3.9: /config route UI in dark theme

Figure 3.10: /login route UI
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D Appendix D

Table 4.6: View the full table under Appendix D

Q and A experiment setup
Question No RAG With RAG
What does chapter 5 on
Introduction to
Machine Learning with
Python cover?

I don’t have access to the
contents of specific books,
including "Introduction to
Machine Learning with
Python."

Chapter 5 of "Introduction to Machine
Learning with Python" covers Model
Evaluation and Improvement, including
cross-validation, benefits of
cross-validation, various strategies like
stratified k-fold cross-validation, grid
search techniques, the dangers of
overfitting parameters and the validation
set, and evaluation metrics and scoring,
especially in the context of model
selection.

What is artificial
intelligence?

Artificial Intelligence (AI) is
the branch of computer
science that focuses on
creating machines capable of
performing tasks that
normally require human
intelligence, such as learning,
decision-making, and
problem-solving.

Artificial intelligence (AI) is a research
field at the intersection of statistics,
artificial intelligence, and computer
science, also known as predictive
analytics or statistical learning; it
involves the development of algorithms
that can learn from and make predictions
or decisions based on data [0:1
Introduction to Machine Learning with
Python.]

Explain the concept of
quantum computing.

Quantum computing is a type
of computing that utilizes
quantum-mechanical
phenomena, such as
superposition and
entanglement, to perform
operations on data at speeds
significantly faster than
traditional computers for
certain types of problems.

The provided documents did not contain
information on the concept of quantum
computing; thus, I will give you a
general explanation: Quantum computing
is a form of computation that utilizes
quantum-mechanical phenomena, such
as superposition and entanglement, to
perform operations on data, with
quantum bits, or qubits, being the basic
units that can represent multiple states
simultaneously, significantly increasing
computational power for some tasks
compared to classical computers.

Continued on next page
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Q and A experiment setup(continued)
Question No RAG With RAG
Compare and contrast
the advantages and
disadvantages of
renewable energy
sources.

Renewable energy sources
offer environmental
sustainability and reduced
greenhouse gas emissions but
face challenges such as
intermittency, higher initial
costs, and the need for large
physical footprints and
advanced energy storage
solutions.

Advantages of renewable energy include
emissions of no CO2 for wind power,
operation without leaving dangerous
residues, lower decommissioning costs,
dual-purpose lands (agricultural use
possible), and renewable sources being
non-depleting; disadvantages encompass
the intermittent nature of wind and solar,
lower energy production, large land area
requirements, higher equipment mass,
difficulty in storing some fuel types, and
the need for energy storage or backup
power to ensure supply reliability
[0:Aldo V. da Rosa - Fundementals of
Renewable Energy Processes-Elsevier
Academic Press (2005)] [1:Andrew
Dessler - Introduction to Modern Climate
Change-Cambridge university press
(2011)]

Can you give me the
most important
chapters on Modern
Climate Change?

Sure, here’s a list of
commonly regarded
important chapters to focus
on when studying Modern
Climate Change:
The Science of Climate
Change - This chapter
usually covers the
fundamental scientific
principles of climate science,
including the greenhouse
effect, climate feedbacks,
and the role of various gases
and aerosols.
[. . . ]

The most important chapters of
"Introduction to Modern Climate
Change" seem to be the foundational
chapters that lay out the scientific
evidence of climate change, the
underlying physical principles, the future
projections of climate, and the policy and
economic considerations related to
addressing climate change, particularly
chapters 1 to 3 that establish the
introduction to the problem, and chapters
8, 11, 12, and 14 that deal with the future
of climate, the fundamentals of climate
change policy, mitigation policies, and
long-term policy to address climate
change.

Analyze the impact of
climate change on
biodiversity.

Climate change significantly
impacts biodiversity by
altering habitats, disrupting
species’ distribution and life
cycles, and increasing the
frequency of extreme
weather events, leading to
heightened risks of extinction
for vulnerable species and the
degradation of ecosystems.

Climate change impacts biodiversity by
driving species like lizards towards
extinction, disrupting ecosystems,
causing loss of certain ecosystem types
like alpine, mangrove, and coral reef
systems, and affecting water availability,
which in turn can lead to decreases in
water resources and increases in disease
risk due to altered distributions of disease
vectors like mosquitoes [0:0 Introduction
to Modern Climate Change].
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Consistency
Question Response
Analyze the impact of
climate change on
biodiversity.

The impact of climate change on biodiversity is significant
and multifaceted, including increased risk of plant and
animal species extinction, shifts in ecosystem composition,
and alteration of water availability [0:2 Introduction to
Modern Climate Change]; warmer temperatures will drive
some species towards extinction due to changes in foraging
times and food availability, ecosystems will evolve with
new species relationships and ecological surprises, and
there will likely be losses of ecosystem types like alpine
systems, coastal mangrove systems, and coral reefs [0:2
Introduction to Modern Climate Change]; increased sea
levels and ocean acidification from higher carbon dioxide
levels will further disrupt both terrestrial and marine life
and associated human activities [12:12 Introduction to
Modern Climate Change].

Analyze the impact of
climate change on
biodiversity.

The impact of climate change on biodiversity is significant,
causing increased extinction risks, altered species
interactions and ecosystems, loss of particular ecosystem
types such as alpine and coastal mangroves, and
disruptions to both land and marine life due to factors like
sea level rise and ocean acidification.

Analyze the impact of
climate change on
biodiversity.

The impact of climate change on biodiversity is extensive,
with a variety of consequences such as increased extinction
risks for many species due to temperature changes
impacting their survival, changes in ecosystems leading to
new species relationships and potential loss of certain
ecosystem types like alpine and coastal mangroves,
disruptions in marine and terrestrial life due to sea level
rise and ocean acidification, and human societies feeling
the effects through the loss of services provided by these
ecosystems [0:2 Introduction to Modern Climate Change].

Continued on next page
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Consistency (continued)
Question Response
Analyze the impact of
climate change on
biodiversity.

The impact of climate change on biodiversity arises from
multiple facets such as increased extinction risk for
numerous species as temperatures rise, altered species
interactions, the evolution of ecosystems with potential
loss of specific types like alpine and coastal mangroves,
sea level rise, and ocean acidification affecting marine and
terrestrial life, with human activities being impacted by
these ecological changes [0:2 Introduction to Modern
Climate Change-Cambridge University Press (2011)].
Additionally, changes in precipitation patterns and water
availability, along with human health impacts due to
increased air pollution and disease risks as temperatures
rise, present further challenges [12:12 Introduction to
Modern Climate Change-Cambridge University Press
(2011)].

Analyze the impact of
climate change on
biodiversity.

The impact of climate change on biodiversity includes
increased extinction risks for plant and animal species,
altered species interactions and ecosystems, potential loss
of specific ecosystems such as alpine and coastal
mangroves, and disruptions to both land and marine life
due to sea level rise and ocean acidification, which can also
affect human societies dependent on these biological
resources [0:2 Introduction to Modern Climate Change].

Continued on next page
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Figure 6.11: CHAT4-ISP UI

G Appendix G

Mohammed Taiye, Christopher High, Johanna Velander, Khaled Matar, Rihards Ok-
manis, and Marcelo Milrad. 2024. Generative AI-Enhanced Academic Writing:
A Stakeholder-Centric Approach for the Design and Development of CHAT4ISP-
AI. In Proceedings of the 39th ACM/SIGAPP Symposium on Applied Computing
(SAC ’24). Association for Computing Machinery, New York, NY, USA, 74–80.
https://doi.org/10.1145/3605098.3636055
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